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Abstract. We record some basic properties of localized vectors in representa-

tions of Lie groups: existence, uniqueness, approximate projectors, and branch-
ing.

1. Overview

These are notes from a series of lectures given at Queen Mary University of
London in November 2022. We thank Shaun Stevens for providing us with scans
of his handwritten notes. Those lectures also included a brief motivating overview
of the simpler p-adic case, which we do not discuss in this version of these notes.

We summarize, without proof, some results of [4, 3, 2]. The presentation here
differs from that of the cited references in that we favor the language of “localized
vectors”, as in [4, §1.7], over that of microlocal calculi. We might later update this
note so as to provide proofs bridging the gap from the results of the cited references
to their formulations given here.

2. Preliminaries

2.1. Asymptotic parameters. We let T be an asymptotic parameter that tra-
verses a sequence {T} of positive real numbers tending off to ∞. Most quantities
x that we consider are “T -dependent”. More formally, this means that they are
represented by a map x : T 7→ xT . We use the word “fixed” to mean “independent
of T”.

We can speak of T -dependent sets X = XT and T -dependent elements x = xT .
The condition x ∈ X means that xT ∈ XT for all T , while x /∈ X means that
xT /∈ XT for all T . This notation violates the law of the excluded middle, since
we can have xT in XT for some T , but not for others. We can restore that law
by passing to subsequences of the sequence of parameters T , and will do so when
necessary without explicit mention.
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By a class, we mean a fixed collection of T -dependent sets. We say that a T -
dependent element lies in a given class if it lies in one of the T -dependent sets
in the given collection. For example, given a T -dependent normed vector space
(V, ∥.∥) (possibly T -dependent), the class O(1) inside V is defined to consist of all
T -dependent subsets S = ST of V = VT such that there is a fixed C ≥ 0 so that
for all T , we have ∥vT ∥ ≤ C for all vT ∈ ST . The class o(1) inside V consists of
all T -dependent subsets S of V such that for each fixed c > 0, we have for large
enough T that ∥vT ∥ ≤ c for all vT ∈ ST . An element v = vT ∈ V then lies in O(1)
(resp. o(1)) if and only if ∥vT ∥ is bounded independently of T (resp. converges to
zero as T → ∞). Similarly, given any T -dependent element u = uT ∈ V = VT and
scalar A = AT ≥ 0, we may define the classes u+O(A) and u+ o(A) inside V .

We use the asymptotic notation:

• A ≪ B and B ≫ A means A = O(B),
• A ≫ B and B ≪ A mean B = o(A),
• A ≍ B means A ≪ B ≪ A.

2.2. Schwartz spaces and bumps. For a real vector space V , recall that the
Schwartz space S(V ) consists of functions each of whose derivatives decays faster
than any polynomial. We denote by V ∧ := Hom(V, iR) the imaginary dual space,
so that for x ∈ V and ξ ∈ V ∧, the natural pairing ⟨x, ξ⟩ lies in iR. Suppose V
comes equipped with a Haar measure. The Fourier transform

S(V ) → S(V ∗)

f 7→ f∧ :=

[
ξ 7→

∫
V

f(x)e−⟨x,ξ⟩ dx

]
is then an isomorphism of topological vector spaces, with inverse given by

S(V ) → S(V )

f 7→ f∨ :=

[
x 7→

∫
V ∧

f(ξ)e⟨x,ξ⟩ dξ

]
(2.1)

for a suitable Haar measure on V ∧.

Definition 2.1. Let V be a real vector space. Let α = αT ∈ V and β = βT ∈ V ∧

be T -dependent elements, and let r = rT > 0 be a T -dependent positive real. We
say that T -dependent Schwartz function f = fT ∈ S(V ) is a α-modulated bump on
β +O(r) if there is a fixed bounded subset B of S(V ) and a T -dependent element
ϕ = ϕT ∈ B so that

f(τ + x) = e⟨x,α⟩ϕ
(x
r

)
.

When α = 0, we say simply that f is a bump on β +O(r)

Lemma 2.2. Let V be a real vector space of fixed dimension, let α (resp. β) be a
T -dependent of V (resp. V ∧), and let r > 0 be a T -dependent positive real. Then
the following are equivalent for a T -dependent element f of S(V ).

(i) f is an α-modulated bump on β +O(r).
(ii) r− dim(V )f∧ is a (−β)-modulated bump on α+O(1/r).

Proof. This follows from the fact that the Fourier transform defines a topological
automorphism of the Schwartz space, together with standard intertwining proper-
ties of the Fourier transform. □

https://en.wikipedia.org/wiki/Schwartz_space
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3. Definition of localized vectors

Let G be a fixed real Lie group. We denote by g its Lie algebra and by g∧

the dual of that Lie algebra. For example, we might take G = GLr(R), so that
g = glr(R); then g∧ identifies with glr(R) via the trace pairing.

Let

π = πT

be a T -dependent representation of G. We assume that π is unitary (although it
would suffice to assume that it comes with a norm ∥.∥ satisfying a certain uniformity
in T ). We consider T -dependent vectors

v = vT ∈ π.

Definition 3.1. We say that a T -dependent vector v = vT ∈ π = πT is negligible
if for all fixed u ∈ U(g) and fixed k ≥ 0, the element π(u)v lies in the class O(T−k)
inside π. Equivalently, for all fixed m, k ≥ 0 and x1, . . . , xm ∈ g, there is a fixed
C ≥ 0 so that for all T ,

∥π(x1 · · ·xm)v∥ ≤ C

T k
.

We say that a pair of T -dependent vectors

v = vT , v′ = v′T

in π are asymptotically equivalent, and write

v ≈ v′,

if their difference is negligible.

Definition 3.2. We fix a smooth even function χ ∈ C∞
c (g), taking the value 1 in

a neighborhood of the origin. Given a ∈ S(g∧), we denote by Op(a) the operator
on π given by

Op(a) :=

∫
g

χ(x)a∨(x)π(exp(−x)) dx,

with a∨ ∈ S(g) the inverse Fourier transform of a, normalized as in (2.1).

Let

τ = τT ∈ g∧

be a T -dependent parameter in the dual Lie algebra. We assume that

τ = O(T ),

i.e., that the norm of τ (taken in any fixed sense) is bounded by a fixed multiple of
T . For each fixed ε > 0, we set

Bτ,ε := τ +O
(
T 1/2+ε

)
. (3.1)

Definition 3.3. We say that a T -dependent vector v ∈ π is localized at the T -
dependent parameter τ = τT ∈ g∧ if for each fixed ε > 0, there is a T -dependent
Schwartz function a = aT ∈ S(g∧) with the following properties.

(i) a is a bump on Bτ,ε.
(ii) Op(a)v ≈ v.

Remark 3.4. If v is localized at τ , then one can show that Op(a)v ≈ v for any
bump a on Bτ,ε with the property that a(ξ) = 1 whenever ξ = τ + o(T 1/2+ε).
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Remark 3.5. One can usefully ask for weaker, or alternative, definitions of “lo-
calized vector”. The given one suits our purposes, but is not universal. For some
purposes, it is better to ask for a “localized hermitian form” or “localized state”,
see for instance §7.1 of Quantum variance III.

We record a convenient criterion for checking that a vector is localized.

Theorem 3.6. Let M be a class of T -dependent vectors v in π with the following
properties:

(i) For each v ∈ M , we have ∥v∥ ≤ TO(1).
(ii) For all u, v ∈ M , we have u+ v ∈ M .
(iii) For all v ∈ M and c ∈ C with c = O(1), we have cv ∈ M .
(iv) For each fixed ε > 0, fixed x ∈ g and each v ∈ M , we have

xv − i⟨x, τ⟩v ∈ T 1/2+εM. (3.2)

That is to say, the T -dependent vector on the left hand side of (3.2) may be
written T 1/2+εu, where u belongs to the class M .

Then each v ∈ M is localized at τ in the sense of Definition 3.3.

Proof. This follows by combining [2, Lem 14.5, Thm 14.12] with h = 1/T . □

4. Existence and uniqueness

Definition 4.1. We say that an element ξ ∈ g∧ is regular if its G-centralizer has
smallest possible dimension. We denote by g∧reg the subset of regular elements. We

say that a T -dependent element ξ = ξT of g∧ is uniformly regular if T−1τ = T−1τT
lies some fixed compact subset of g∧reg.

Theorem 4.2. Let π = πT be a T -dependent irreducible unitary representation of
G. Assume that either

(1) G is reductive and π is tempered, or
(2) G = GLn(R) and π is generic.

Assume that the infinitesimal character λπ of π (see [4, §9]) has the property that
its rescaling T−1λπ lies in a fixed compact collection of infinitesimal characters.
Define the G-invariant subset

Oπ ⊆ g∧,

as follows. In the first case (1), let it denote the coadjoint orbit assigned to π by
the Kirillov formula [4, §6]. In the second case (2), let it denote the preimage of
λπ in g∧ under the natural map .

Let τ = τT ∈ Oπ be O(T ) and uniformly regular. Then:

(i) There is a unit vector v = vT ∈ π that is localized in τ .
(ii) Let v1, . . . , vm be any T -dependent orthogonal collection of unit vectors that

are each localized at τ . Then m ≤ T o(1).

Remark 4.3. For the existence part of Theorem 4.2, the proof in case (1) is
non-constructive: it is obtained by computing the traces of certain approximate
projections, using the Kirillov formula. That formula says that

trace(Op(a)) =

∫
Oπ

Da(ξ) dω(ξ),

where ω is the canonical symplectic measure and D is an infinite-order differential
operator corresponding to the inverse square root of the Jacobian of the exponential
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map g → G. For the symbols a that we consider, Da and a coincides up to lower
order terms. The proof also makes use of an operator calculus to the effect that
Op(a)Op(b) and Op(ab) coincide up to lower order terms.

In case (2), the proof is constructive: without loss of generality (conjugating τ
by an element of some fixed compact subset of G if needed), we may assume that
τ is of the form 

∗ ∗ ∗ ∗
1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 ∗

 ,

in which case the vector v may be given by a normalized bump in the Kirillov model.
The proof uses the explicit description of the action of the mirabolic subgroup on
the Kirillov model and the differential equations coming from the center of the
universal enveloping algebra. See [2, Part 3] (direct link: Part 3) for details.

The uniqueness part of Theorem 4.2 is not used anywhere, but recorded for the
sake of illustration.

5. Approximate projectors

Let G be a fixed real reductive group.

Definition 5.1. Let τ be a uniformly regular T -dependent element of g∧. We
choose coordinates ξ = (ξ′, ξ′′) on g∧, where ξ′ consists of the directions tangent to
G · τ at τ and ξ′′ consists of the perpendicular directions. Thus ξ′ (resp. ξ′′) has
dimension dim(G)− rank(G) (resp. rank(G)). See [3, §9.4.1] or [2, §13.3.4] (direct
link: §13.3.4) for details.

We define the coin-shaped region Rτ,ε to be the following class in g∧:

Rτ,ε =
{
τ + ξ : ξ′ = O(T 1/2+ε), ξ′′ = O(T ε)

}
.

We say that a T -dependent element a of S(g∧) is a bump on Rτ,ε if there is a fixed
bounded subset B of S(g∧) and a T -dependent element ϕ = ϕT ∈ B so that

a(τ + ξ) = ϕ

(
ξ′

T 1/2+ε
,
ξ′′

T ε

)
.

We observe that the coin-shaped region Rτ,ε is a subclass of the ball Bτ,ε defined
in (3.1).

Theorem 5.2 (Existence of approximate projectors). Let π = πT be a T -dependent
irreducible unitary representation of G. Let τ = τT be a uniformly regular element
of g∧. Let v = vT be a T -dependent element of π that has norm O(1) and is localized
at τ . Then for each fixed ε > 0, there is a bump a on the coin-shaped region Rτ,ε

such that

Op(a)v ≈ v.

Remark 5.3. The Fourier transform a∨ is, up to a normalizing scalar, a τ -
modulated bump (defined by obvious analogy to Definition 2.1) on the dual coin-
shaped region

R∨
τ,ε =

{
x ∈ g : x′ ≪ T−1/2−ε, x′′ ≪ T−ε

}
,

where x = (x′, x′′) denote the coordinates dual to ξ = (ξ′, ξ′′).
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6. Branching

Now let (G,H) be a GGP pair over R, i.e.,
(GLn+1(R),GLn(R)), (U(p+ 1, q),U(p, q)) or (SO(p+ 1, q),SO(p, q)).

Let (π, σ) be T -dependent irreducible unitary representations. We assume that π
and σ each satisfy the hypotheses of Theorem 4.2, and moreover that either the
condition (1) holds for both π and σ, or the condition (2) does. We refer to the
former case as the “tempered case” and the latter as the “general linear case”.

In the tempered case, we have a direct integral decomposition of the restricted
representation π|H into tempered irreducible representations of H, occurring with
multiplicity one; we may use this to normalize an H-equivariant linear functional

ℓσ : π → σ

(see [4, §18]). The normalization is such that

⟨|ℓσ(v), u|⟩2 =

∫
H

⟨hv, v⟩ ⟨u, hu⟩ dh. (6.1)

In the general linear case, we may achieve something similar using zeta integrals
(see [1] or [2, §2.14.4], direct link: §2.14.4).

In either case, we may find, for any uniformly regular T -dependent elements

ξ ∈ Oπ, η ∈ Oσ

a pair of T -dependent unit vectors

v ∈ π, u ∈ σ

localized at ξ and η, respectively. By “partial integration”, we expect the inner
product

⟨ℓσ(v), u⟩
to be negligible unless

ξH ≈ η,

where ξH ∈ g∧ denotes the restriction of ξ ∈ g∧. This condition holds for some η
precisely when ξ lies in the set

Oπ,σ := Oπ ∩ preimage(Oσ).

Such sets given a detailed general study in [4]. We summarize below some of the
basic results.

Definition 6.1. We say that a pair of infinitesimal characters (λ, µ) for (G,H)
is stable if their eigenvalue multisets (see [4, §13.4.1]) are disjoint. We say that
a T -dependent pair (λ, µ) = (λT , µT ) is uniformly stable if the T -rescaled pair
(T−1λ, T−1µ) lies in a fixed compact collection of stable pairs.

Theorem 6.2. Retain the above notation and setting. Assume that (λπ, λσ) is
uniformly stable. Then:

(i) Oπ,σ is either empty, or is an H-torsor, i.e., a closed H-orbit with trivial
stabilizer.

(ii) If Oπ,σ is nonempty, then there exists τ ∈ Oπ,σ with |τ | ≍ T .
(iii) Any τ satisfying the conclusion of (ii) has the further property that both τ ∈ g∧

and τH ∈ g∧ are uniformly regular, so that by Theorem 4.2, we may find unit
vectors v ∈ σ and u ∈ π localized at τ and τH , respectively.
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(iv) The vectors v and u as in (iii) may be chosen to have the further property that

|⟨ℓσ(v), u⟩|2 = T− dim(H)/2+o(1). (6.2)

Proof. The general algebraic assertions concerning Oπ,σ will be discussed elsewhere.
For the proof of (6.2), the basic idea in the tempered case is that in the integral

(6.1), the matrix coefficient ⟨hv, v⟩ is very small except when hτ = τ+O(T 1/2+ε), in
which case the torsor property of Oπ,σ (“stability”) forces h = 1+O(T−1/2+ε). We

can bridge the gap from this range for h to the smaller range h = 1 + O(T−1/2−ε)
by averaging over short families of v and u; this is where the “may be chosen” part
of (iv) comes from. The contribution to the integral from this smaller range can be
evaluated exactly.

In the general linear case, we argue instead using local zeta integrals and the fact
that v can be chosen to be a normalized bump function in the Kirillov model. □
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